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ABSTRACT: Crystallization starts with nucleation and control of nucleation is crucial for the control of the number, size,
perfection, polymorphism, and other characteristics of crystalline materials. This is particularly true for crystallization in
solution, which is an essential part of processes in the chemical and pharmaceutical industries and a major step in physiological
and pathological phenomena. There have been significant recent advances in the understanding of themechanism of nucleation
of crystals in solution. The foremost of these are the two-step mechanism of nucleation and the notion of the solution-crystal
spinodal. According to the two-step mechanism, the crystalline nucleus appears inside pre-existing metastable clusters of size
several hundred nanometers, which consist of dense liquid and are suspended in the solution. While initially proposed for
protein crystals, the applicability of this mechanism has been demonstrated for small molecule organic materials, colloids,
polymers, and biominerals. This mechanism helps to explain several long-standing puzzles of crystal nucleation in solution:
nucleation rates which are many orders of magnitude lower than theoretical predictions, the significance of the dense protein
liquid, and others. At high supersaturations typical ofmost crystallizing systems, the generation of crystal embryos occurs in the
spinodal regime, where the nucleation barrier is negligible. The solution-crystal spinodal helps to clarify the role of
heterogeneous substrates in nucleation and the selection of crystalline polymorphs. Importantly, these ideas provide powerful
tools for control of the nucleation process by varying the solution thermodynamic parameters.

Introduction

Because of its crucial place at the start of the crystallization
process, the nucleation of crystals determines many properties
of the emerging crystalline phase. It is obvious that the nucle-
ation selects the polymorphic form, and if a certain polymorph
is desired, conditions at which its nucleation is faster than that
of the other possible polymorphs should be sought. If nucle-
ation is fast, many crystals form nearly simultaneously. Their
growthdepletes themediumof solute andmay lead to cessation
of nucleation at the later stages of crystallization. Thus, the
majority of crystals grow to approximately identical sizes. In
contrast, if nucleation is slow and fewer crystals nucleate at
a time, the supersaturation in the solution drops slowly,
the nucleation of new crystals continues and a population of
crystals of various sizes forms. Ultimately, if nucleation is
hindered everywhere in the growth container but at a few
selected spots, crystals only nucleate at these spots and grow
large before the solution is depleted of nutrient. Hence, control
of nucleation is a means to control size, size distribution,
polymorphism, and other properties of the crystals, Figure 1.

Here, we review recent advances in the understanding of
nucleation of crystals from solution; while importantmaterials
are synthesized by the growth of crystals or epitaxial layers
from melts or vapor phases, de novo nucleation of crystals
from the latter two media is seldom carried out and is not
extensively studied. Solution crystallization underlies a broad
range of industrial, laboratory, and physiological processes.
Single solution-grown crystals of inorganic salts or mixed
organic-inorganic materials are used in nonlinear optics

elements1 and for other electronic and optical-electronic appli-
cations; chemical products and production intermediates
are precipitated as crystals in thousands-of-tons amounts.
Another area which relies on solution-grown crystals is
pharmacy: the slow crystal dissolution rate is used to achieve
sustained release of medications: small-molecules organic2 or
proteins such as insulin, interferon-R, or the human growth
hormone.2-6 If the administered dose consists of a few equi-
dimensional crystallites, steady medication release rates can
be maintained for longer periods than for doses comprised of
many smaller crystallites. The formation of protein crystals
and crystal-like ordered aggregates underlies several human
pathological conditions. An example is the crystallization of
hemoglobin C and the polymerization of hemoglobin S that
cause, respectively, the CC and sickle cell diseases.7-10 The
formation of crystals in the eye lens underlies the pathology of
several forms of cataract.11,12 A unique example of benign
protein crystallization in humans and other mammals is the
formation of rhombohedral crystals of insulin in the islets of
Langerhans in the pancreas.13 Traditionally, protein crystals
have been used for the determination of the atomic structure
of protein molecules by X-ray crystallography;14 this method
contributes ∼87% of all protein structures solved, with the
majority of the other determinations carried out by nuclear
magnetic resonance (NMR) spectroscopy.15

Below, we first discuss the thermodynamic and kinetic
aspects of the classical nucleation theory,which still represents
the main framework for the understanding of nucleation
phenomena. Then we consider recent data on the rates of
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nucleation of protein crystals and show that several of the
features of the experimentally determined kinetic depen-
denciesdonotcomplywith thepredictionsof theclassical theory.
We then discuss the two-step mechanism of nucleation,
according to which the crystalline nuclei appear inside meta-
stable clusters of size several hundred nanometers, which
consist of dense liquid and are suspended in the solution.
We review recent evidence suggesting that while this mecha-
nism was first proposed for the nucleation of protein crystals,
it applies to the nucleation of small-molecule organic and
inorganic, as well as colloid and biomineral crystals. We also
show that at the high supersaturations employed in many
crystallizing systems the nucleation barrier becomes negligible;
that is, the generation of the crystals proceeds in the spinodal
regime. We discuss the implications of these findings for the
nucleation rate, for the nucleation’s response to the presence
of foreign surfaces, and for the selection of the polymorph
form of the crystallizing material.

The Classical Nucleation Theory

Thermodynamics.The formation of crystals is a first-order
phase transition. Accordingly, it is characterized with non-
zero latent heat, the crystallization enthalpy ΔH!cryst. More
significant for the kinetics of nucleation is the second fea-
ture of first-order phase transitions: the discontinuity of the
concentration at the phase boundary. As a result of this
discontinuity, the solution-crystal boundary possesses non-
zero surface free energy. If a small piece of a condensed phase
forms in a supersaturated solution, the surface free energy of
the emerging phase boundarymakes this process unfavorable.
Thus, a very limited number of embryos of the condensed
phase appear as a result of the few fluctuations which over-
come the free energy barrier. The first step in the formation of

a new phase, inwhich the kinetics of the phase transformation
is determined by this barrier, is called nucleation.

The thermodynamic part of the classical nucleation theory
was developed by J.W. Gibbs in two papers.16,17 We present
it here with two modifications: we consider the formation
of a crystal in contrast to the Gibbs’s consideration of a
liquid droplet, and we assume that the initial crystallite is
shaped like a cube with a side a instead of assuming a spher-
ical droplet of radius r. In a supersaturated solution, that is,
one in which the solute chemical potential is higher than that
of molecules in the crystal so thatΔμ= μsolute- μcrystal > 0,
the formation of such a cluster leads to a free energy loss
of -nΔμ. On the other hand, the creation of the phase
boundary with area S and surface free energy R between
the cluster and the solution leads to a free energy gain SR.
Assuming that the crystal cluster is a cube,S=6a2n2/3, other
shapes will lead to coefficients different than 6a2 in this
relation, but the 2/3 scaling with n will be preserved for all
three-dimensional nuclei. Thus,

ΔGðnÞ ¼ - nΔμþ 6a2n2=3R ð1Þ

This dependence is plotted in Figure 2.
DifferentiatingΔG(n), we find the cluster size n* for which

ΔG passes through a maximum ΔG*

n% ¼ 64Ω2R3

Δμ3
and ΔG% ¼ 32Ω2R3

Δμ2
¼ 1

2
n%Δμ ð2Þ

where Ω = a3 is the volume occupied by a molecule in the
crystal.

As Figure 2 illustrates, ΔG* is the barrier that must be
overcome to forma crystal from solutemolecules. The growth
of clusters smaller than n* is associatedwith an increase of free
energyand is unfavorable.Clustersmay still grow to such sizes

Figure 1. Nucleation largely determines the outcome of crystallization. Examples of protein crystals and other condensed phases illustrate, at
top left, the failure of nucleation, where no crystals or other condensed phase is generated in a supersaturated lysozyme solution; and clockwise
from there, the nucleation of two crystals of apoferritin, which grow to a relatively large size; the nucleation of numerous crystals of insulin,
which have a broad size distribution; needle-like crystals of lysozyme; dense liquid droplets in a solution of hemoglobin A, and, at bottom left,
amorphous precipitate in a supersaturated lysozyme solution. Scale bar is shown in bottom right panel.
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as a result of a fluctuation, but since a driving force exists for
the decay of these clusters, such events are rare. On the other
hand, if as a result of a fluctuation a cluster reaches a size
greater than n*, its growth is accompanied by a decrease of free
energy andoccurs spontaneously.A cluster of size n* has equal
probabilities of growth anddecay, and, hence, such clusters are
called critical and they represent the nuclei of the new phase.
Note that by this definition all nuclei are critical and the term
“critical nuclei” is redundant.18

The Rate of Crystal Nucleation. To model the nucleation
rate J, that is, the number of nuclei which appear is a unit
solution volume per unit time, M. Volmer postulated;in
analogy to the Arrhenius equation;that J=J0 exp(-ΔG*/
kBT), where kB is the Boltzmann constant.19 The external
parameters, suchas temperature, concentration, andpressure,
as well the solution supersaturation, affect the nucleation rate
mostly through ΔG* according to eq 2; the effects on J0
are significantly weaker. There are numerous statistical-
mechanical derivations of the nucleation rate law within the
assumption of the classical nucleation theory, for an example,
see ref 20. The final expression of these derivations can be
represented as21

J ¼ ν%Zn expð-ΔG%=kBTÞ ð3Þ

whereν* is the rate of attachment ofmonomers to the nucleus,
Z is the Zeldovich factor, which accounts for the width of the
free energy profileΔG(n) in the vicinity of themaximumΔG*,
see Figure 2, and n is the number density of molecules in
the solution. Equation 3 assumes that the replacement parti-
tion function of the nucleus20,21 is equal to one. This factor
accounts for the additional stabilization of the nuclei due
to their translational and rotational degrees of freedom.22

Neglecting it is a reasonable assumption for crystal nuclei
suspended in a viscous solution; this would not be the case for
nucleation in the gas phase.

A major assumption in the derivation of eq 3 is that
the solute molecules exchange directly with the crystalline
embryo. To understand the meaning of this assumption and
why it might not apply to nucleation of crystals in solution,
we need to step back and consider the distinction between a
solution and a crystal.

Let us start with the phase diagram of a solution in
coordinates concentration and temperature at constant pres-
sure. This phase diagram typically contains three equili-
brium phases: a dilute solution, a dense liquid, and a crystal;
a higher number of phases are possible if more than one
crystalline polymorph may form; kinetically arrested states,
such as gels, are sometimes included in the phase diagram.

While with some solutions of small-molecule compounds the
dense liquid might not be observable, the dense liquid is read-
ily seen in protein, colloid, and some organic solutions.23-26

To distinguish between the three phases present in the phase
diagram, at least two parameters, called order parameters, are
needed. Thus, the dilute solution and the dense liquid differ by
the solute concentration, the dense liquid and the crystal differ
by structure (there may be a slight difference in con-
centration), and the dilute solution and the crystal differ by
both concentration and structure.

From this point of view, the formation of crystals in solu-
tion should be viewed as a transition along two order param-
eters: concentration and structure.18While a transition along
the concentration axis is easy to imagine, structure transi-
tions appear less trivial. Pure structure transitions are only
possible in melts, whose concentration is similar to that of
the emerging crystalline phase. Crystalline nuclei form as
a result of a fluctuation along the structure axis. The smallest
structure fluctuation can be viewed as a pair of molecules
from themelt that has an orientation identical to the orienta-
tion of a pair of molecules in the crystal, for informative
examples, see refs 62 and 63. This crystal-like orientation in
the pair is preserved over times significantly longer than the
lifetime of a “bond” in themelt. A nucleus arises as a result of
accumulation of such ordered pairs into an ordered piece of
new phase. In a sense, structure fluctuations can be viewed as
fluctuations of the density of ordered pairs.

If a crystal nucleates not from its melt, but from a dilute
solutionor gas, both a concentration anda structure fluctuation
are needed so that a crystalline nucleus may form, Figure 3a.
Thus, the above assumption that an ordered nucleus forms
directly in the dilute solution corresponds to the assumption
that the solution to crystal transformation occurs as a transi-
tion along both order parameters, concentration and crystal-
linity, simultaneously; inFigure 3a this pathway is represented
by the arrowalong the diagonal of the (Concentrations, Struc-
ture) plane. It could be argued that a more energetically
favorable pathway for the transition is to proceed along the
two order parameters in sequence. Such a sequential pathway
would correspond to the formation of a droplet of a dense
liquid followedby the formation of a crystalline nucleus inside
this droplet, as illustrated in Figure 3b.

This mechanism was first suggested by simulations and
analytical theory.27-29 These theoretical efforts predicted
that the density and structure fluctuations are only separated
near the critical point for liquid-liquid (L-L) separation
occurring in model protein solution systems,27,30,31 while for
off-critical compositions, the fluctuations of the density and
structure order parameters occur synchronously,27 similar to
the classical viewpoint.

The experiments discussed below demonstrate that nu-
cleation of crystals of the protein lysozyme, under a broad
range of conditions, proceeds in two steps: the formation of
a droplet of a dense liquid, followed by nucleating a periodic
crystal within the droplet,32-35 as schematically illustrated in
Figure 3. If the dense liquid is stable with respect to the dilute
solution;this case is represented by the lower curve in
Figure 3c;the nucleation of crystals occurs inside macro-
scopic droplets of this phase.A farmore common case iswhen
the dense liquid is not stable but has a higher free energy than
the dilute solution,24,25 represented by the upper curve in
Figure 3c. In these cases, the dense liquid is contained in
metastable clusters, intriguing objects in their own right, and
crystal nucleation occurs within the clusters.

Figure 2. Illustration of the thermodynamic effects of formation
of a crystal. n - number of molecules in crystalline embryo; Δμ -
solution supersaturation;R- surface free energy;ΔG- free energy;
* denotes critical cluster.
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After and concurrently with the evidence for the operability
of the two-step mechanism in the case of lysozyme crystal-
lization, additional experimental results demonstrated that
thismechanism applies tomany other proteins, to small mole-
cule organic and inorganic compounds, including biominerals
and colloids. Below, we discuss these and other issues related
to the two-step nucleation mechanism.

Experimental Data on the Rate of Nucleation of Crystals

To understand the mechanism of nucleation of crystals in
solution, we turn to data on the dependence of the nucleation
rate on supersaturation for crystals of the protein lysozyme,
a convenient and often used model system. The dependencies
of the homogeneous nucleation rate of lysozyme crystals
on the thermodynamic supersaturation σ & Δμ/kBT, at three
different concentrations of the precipitant, NaCl, are pre-
sented in Figure 4. The data in Figure 4 were obtained using
the technique for direct determination of the nucleation rates
of proteins discussed in refs 36 and 37, which allows distinction

between homogenously and heterogeneously nucleated crys-
tals so that the data points in Figure 4 are homogeneous
nucleation rates. In support of the conclusion that the rates
plotted in Figure 4 characterize homogeneous nucleation is
the fact that they are lower by several orders of magnitude
than those stemming from less careful measurements which
may have been contaminated by heterogeneous nucleation
events.37-40

Each data series in Figure 4 corresponds to nucleation
experiments carried out at a fixed precipitant concentration
and at fixed temperature. In agreement with general expecta-
tions and eq 3, the nucleation rate increases exponentiallywith
supersaturation at each of the three precipitant concentra-
tions, and, overall, is higher at higher precipitant concentra-
tions. However, the dependencies contain four peculiarities.

(i) The J(σ) dependence at the highest precipitant con-
centration, CNaCl = 4%, breaks at σ > 3.1 and, in
dramatic contrast to prediction of eqs 2 and 3, the
section above this concentration is practically steady as
supersaturation increases.

(ii) At σ>3.45 in the same J(σ) dependence, the data
scatter increases and three of the recorded points
deviate significantly from the dominant trend.

(iii) The measured nucleation rates are on the order of
0.1-1 cm-3 s-1, which is about 10 orders of magni-
tude less than the prediction of the classical nuclea-
tion theory; the estimate of J stemming from the
classical nucleation theory is discussed below.

(iv) The dependence of the nucleation rate on tempera-
ture, shown in Figure 5, presents another puzzling
complexity: as supersaturation is increased upon

Figure 4. The dependence of the rate of homogeneous nucleation
J of lysozyme crystals of supersaturation σ&Δμ/kBT atT=12.6 !C
and at the three concentrations of the precipitant NaCl indicated on
the plots. Solid lines - fits with exponential functions; dashed lines
fits with the classical nucleation theory expression, eq 3. Vertical
dotted lines at σ=3.9 indicate the liquid-liquid coexistence boundary
at this T and CNaCl = 4%; this supersaturation corresponds to
lysozyme concentration 67 mg mL-1. (a) Linear coordinates; (b)
semilogarithmic coordinates. With permission from ref 59. Copy-
right 2000 American Chemical Society.

Figure 3. Schematic illustration of the two-stepmechanism of nucle-
ation of crystals. A dense liquid cluster forms. A crystal nucleus
may form inside the cluster. (a) Microscopic viewpoint in the (Con-
centration, Structure) plane; (b) macroscopic viewpoint of events
along the thick dashed line in (a). (c) The free-energy ΔG along two
possible versions of the two-step nucleation mechanism. If dense
liquid is unstable and ΔGL-L

0 > 0 (ΔGL-L
0 ;standard free energy of

formation of dense liquid phase), dense liquid exists as mesoscopic
clusters,ΔGL-L

0 transforms toΔGC
0 , and upper curve applies; if dense

liquid is stable, ΔGL-L
0 < 0, reflected by lower curve. ΔG1* is the

barrier for formation of a cluster of dense liquid, ΔG2* - for a
formation of a crystalline nucleus inside the dense liquid.
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lowering of temperature, the nucleation rate first
increases exponentially, as expected from the clas-
sical theory, but then passes through as a sharp
maximum and recedes following a weaker depen-
dence.

In the following subsections, we discuss these four
peculiarities.

The Nucleus Size and Solution-Crystal Spinodal. To under-
stand the breaking J(C) dependency, feature (i) above, we use
the nucleation theorem to determine the size of the critical
nucleus for crystallization. According to eq 2, the number of
molecules in the nucleus n* largely determines the height of the
free energy barrier for nucleation ΔG*, and hence the nuclea-
tion rate J. The nucleation theorem,41-44 a universal, model-
independent nucleation law, provides an estimate for n* from
the nucleation rate J,

n%- n0 ¼ kBT
D ln J

DΔμ
þR1 ð4Þ

where R1 is a correction that takes values between 0 and 1.42

Figure 4b indicates that at CNaCl = 2.5 and 3%, n* does
not change throughout the respective supersaturation ranges,
while atCNaCl= 4% the nucleus size changes abruptly at σ=
3.1, corresponding to C= 33.5 mg/mL. The value of the pa-
rametern0,which roughly corresponds to thenumberof solute
molecules displaced by the nucleus, can be roughly estimated
as less than 1. Then the nucleus sizes n* - n0, extracted from
the four linear segments in Figure 4b are 10, 4, 5, and 1 mole-
cules, respectively. From here we see that the breaking in the
J(C) dependence atCNaCl= 4% is due to the transition of the
nucleus size from five to one molecules.

Nucleus size n*- n0 = 1 means that every molecule in the
solution can be an embryo of the crystalline phase, and the
growth to dimer and larger clusters occurs with a free energy
gain. Thus, the free-energy barrier for the formation of the
crystalline phase ΔG* is below the thermal energy of the
molecules. In analogy to the nucleation of a fluid within
another fluid, we call spinodal the phase line at which the
nucleation barrier vanishes, and the rate of generation of
the new phase is only limited by the kinetics of growth of

its clusters. The spinodal is defined as the boundary between
metastability and instability of an “old” phase, supersatu-
rated with respect to a “new” phase.16,17,45

Thecasediscussedhere, the solution-solidphase transition, is
one for which amean-field free energy expression encompassing
both phases cannot be formulated because of different standard
states. Since the inflection point in the dependence ofΔG on the
order parameter along which the phase transition occurs is
typically used to define the spinodal,46-48 a thermodynamic
definition of the solution-crystal spinodal is impossible.46 The
definitionproposedhere is akinetic one, basedon the transition
to nucleus size of one molecule, that is, to where no thermo-
dynamic barriers for the formation of the crystalline phase
exist.

In Figure 6, we have depicted the solution-crystal spino-
dal line in the (C, T) plane, determined as the concentration
C at the transition to n* - n0 = 1 from ref 49. Since at con-
centrations and temperature below this spinodal lineΔG*≈ 0,
the nucleation rate J does not increase as supersaturation is
increased by increasingC or loweringT. This explains puzzle
(i) above. The existence of a solution-crystal spinodal also
helps to explains the maxima in the dependencies of the
nucleation rate J on temperature in Figure 4, puzzle (iv)
above; for further details and a theoretical model of these
factors, see below.

The transition to a spinodal regime of crystal formation also
explains the increased data scatter of J(σ) at σ> 3.45, puzzle
(ii) above.As shown in refs 34 and 50, at the point of transition
fromnucleation to spinodal decomposition the nucleation rate
undergoes a sharp maximum: on the one side is an ascending
branch due to the decrease of the size of the nucleus, and on the
other side is a descending branch due to the temperature
decrease and associated kinetic factors. Near this maximum,
the nucleation rate is very sensitive to variations of the experi-
mental conditions: temperature, protein and precipitant con-
centrations, and others. Hence, minor inconsistencies of these
parameters may lead to significant variations in J.33

The Classical TheoryOverestimates the Crystal Nucleation
Rate by 10 Orders of Magnitude. To understand puzzle (iii)
above, we use eq 3 for an estimate of the crystal nucleation
rate based on the classical nucleation theory. The rate ν* can
be evaluated from the rate of attachment of molecules to
lysozyme crystals at similar protein concentrations. As dis-
cussed in ref 51, the surfaces of crystal growing in solution

Figure 5. The dependence of the rate of homogeneous nucleation
J of lysozyme crystals on temperature T at two fixed lysozyme con-
centrations indicated in the plot. The temperatures of equilibrium
between crystals and solution are 315 K atClys = 50mgmL-1 and
319KatClys=80mgmL-1. The temperatures ofL-Lseparation are
285K atClys = 50mgmL-1 and 287K atClys = 80mgmL-1,25 and
aremarkedwith vertical dashed lines. Symbols represent experimental
results from ref 34. Lines are results of two-step model in eqs 5-7.
With permission from ref 50. Copyright 2005 American Institute of
Physics.

Figure 6. The phase diagram of a lysozyme solution determined
experimentally in 0.05 M Na acetate buffer at pH = 4.5 and 4.0%
NaCl. Liquidus, or solubility lines;from refs 108 and 109 liquid-
liquid (L-L) coexistence and respective spinodal;from ref 25,
gelation line;from refs 24 and 25. Solution-crystal spinodal is
highlighted in red and is from ref 81.
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are smooth, andmolecules only attach to growth steps which
occupy about 10-3 to 10-2 of the crystal surface. Hence, the
rate of attachment to crystals should be estimated from the
velocity of step propagation rather than from the rate of
growth of the crystal faces.

There are numerous determinations of the step velocities
of lysozyme crystals.52-54 At temperatures and concentra-
tions similar to those during the determination of the nuclea-
tion rate in Figure 4, the step velocities are ∼1 μm s-1. This
yields, with a molecular size of lysozyme of 3.5 nm, attach-
ment rate to the steps ∼ 300 s-1. In contrast to that of large
crystals, the nucleus surface is likely rough (because of the
small size of the nucleus) andmolecules can attach anywhere.
Hence, we assume that ν* ≈ 300 s-1. This estimate of ν*
should be viewed as approximate since the configuration of
molecules in a kink on the smooth crystal fact during crystal
growth may be significantly different than the molecular
configuration on the rough surface of a near-critical cluster.
Hence, the barriers encountered by an incoming molecule
may also differ. On the other hand, estimates of ν* from the
diffusion rate of molecules in the solution would yield a
significant overestimate since they would completely neglect
this barrier, which can be on the order of several tens of
kilojoules per mole.55,56

The Zeldovich factor Z accounts for the width of the free
energy profile along the nucleation reaction coordinate
around the location of the maximum.18,20,57,58 It is expected
to be on the order of 0.1-0.01 for nucleation of any protein
condensed phase.18,58,59 The protein number density in a
solution of concentration∼ 50 mg mL-1 as the one used for
the experiments in Figure 460 is n = 2 ' 1018 cm-3. With
these values for ν*, Z, and n, the pre-exponential factor in
eq 3 is on the order of 1019 to 1020 cm-3 s-1.

The nucleation barrier ΔG*, determined from the slope of
the dependencies in Figure 4b,ΔG*≈ 10-19 J.We can use eq 2
to evaluate the surface free energy R of the interface between
the dense liquid and the solution from the value ofΔG*. From
the crystal structure, Ω = 3 ' 10-20 cm3.61 We get R =
0.5-0.6 erg cm-2 in ref 59,which is close todeterminations for
the number of other protein crystals,62,63 and this correspon-
dence supports the estimate ofΔG* from the data in Figure 4.

Combining the estimate for the pre-exponential factor with
this estimate forΔG*,we get fromeq 3 a prediction for J≈ 108

to 109 cm-3 s-1. This value is about 10 orders of magnitude
higher than those in Figure 4. It is important to note that since
we estimate ΔG* from experimental data, the difference
between the experimentally determined J and the prediction
of the classical nucleation theory is due to an overestimate of
the pre-exponential factor by the classical theory.

The Two-Step Mechanism of Nucleation of Crystal in
Solution. To understand puzzles (iii) and (iv) above, that
the nucleation rate is lower by many orders of magnitude
than the prediction of the classical theory and the nonmo-
notonic dependence of the nucleation rate on temperature,
we show below that the nucleation of crystals occurs inside
metastable mesoscopic clusters of dense protein liquid, as
illustrated in Figure 3.

Direct observations of ordered nuclei forming within the
dense liquid exist, but only for the case of stable dense protein
liquid, Figure 7.64,65 Such direct imaging would be difficult
or impossible for the more common case in which the dense
liquid is unstable. The action of the two-step mechanism
in this case is inferred from two pieces of evidence: First,
we demonstrate the existence metastable mesoscopic dense

liquid clusters in solutions. Then, we analyze the complex
kinetic curves inFigures 4 and 5, propose a kinetic law for the
two-step mechanism, and show that its predictions qualita-
tively and quantitatively agree with the experimental data.

Dense Liquid Clusters in the Homogeneous Region of the
PhaseDiagram. If crystallization is carried out at a point in the
phase diagram where the dense liquid is unstable, all density
fluctuations are expected to decay with a characteristic time of
order of the diffusion time of the protein molecules, 10 μs, see
below.66-68 Since the molecules in the region of high concen-
tration within the fluctuation move with the same character-
istic time, it would be impossible for them to probe various
structures and find the right one for the crystalline nucleus.
Thus, the crucial question for the understating of nucleation
from dilute media is: How does the transition along the order
parameter concentration occur? The answer lies in the recently
discovered metastable mesoscopic clusters of dense liquid.

The evidence for metastable dense liquid clusters comes
from monitoring solutions of three hemoglobin variants,
oxy-HbA, oxy-HbS, and deoxy-HbS,66 and the proteins
lumazine synthase68,69 and lysozyme,67 by dynamic light
scattering (DLS) and atomic force microscopy.70 Figure 8a
shows a typical intensity correlation function of a lysozyme
solution in the homogeneous regions of the phase diagram.
The correlation function reveals two processes: the faster
process, with characteristic time τ1 on the order of 10-100 μs,
is the Brownian motion of single lysozyme molecules; it is
present at all solution concentrations. The corresponding
hydrodynamic radius, determined via the Stokes-Einstein
equation, is about 1.5 nm andmatches well the diameter of a
lysozyme molecule of 3.2 nm. The slower process has a
characteristic time τ2 on the order of milliseconds; its ampli-
tude increases with higher lysozyme concentrations. This
longer time could come from either compact lysozyme
clusters suspended in the lysozyme solution, or from single
lysozyme molecules embedded in a loose network structure
constraining their free diffusion. Since the measured low-
shear viscosity of lysozyme solutions is equal to those deter-
mined using high shear rates,71 no loose networks in lyso-
zymemolecules exist in these solutions, andwe conclude that
long times in Figure 8a indeed correspond to lysozyme
clusters.66 The time-dependence of their radius is shown in
Figure 8c, and it shows that the clusters appear immediately

Figure 7. Confocal scanning laser fluorescence microscopy ima-
ging of nucleation of crystals of glucose isomerase within dense
liquid droplets. Bright field imaging, polyethylene glycol with
molecules mass 10 000 g mol-1 (PEG 10000) used to induce crystal-
lization. The time interval between the left and right images is 380 s.
Cprotein = 55 mg mL-1, CPEG = 9.5%, 0.5 M NaCl, 10 mM Tris
maintaining pH = 7. The width of each image is 326 μm. With
permission from ref 64. Copyright 2005 International Union of
Crystallography.
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after solution preparation; their radius is relatively steady.
We therefore conclude that these are clusters of dense liquid.

The number density n2 of the dense liquid clusters and the
fraction of the total solution volume j2 they occupy are eva-
luated from the amplitudes A1 and A2 of the respective peaks
in the distribution function.66 Further results on the behavior
of clusters of dense liquid in solutions of hemoglobin and
lumazine synthase are presented in refs 66, 68, and 69. It was
found that with all studied proteins, the clusters exist in broad
temperature and protein concentration ranges. The clusters
occupy j=10-6 to 10-3 of the solution volume and have
number densities on the order of 105 to 1010 cm-3 (ref 66).

To evaluate the lifetime of the lysozyme clusters, we note
that cluster decay processes contribute a q-independent
component to the overall rate Γ2 = τ2

-1 sensed by DLS,72

Γ2 = Γ0 þ D2q
2, and can be distinguished from cluster dif-

fusion. (Γ0 is the rate of cluster decay, D2 is the cluster
diffusion coefficient, and q is the wave-vector.) The q-depen-
dent, diffusion component indeed dominates theDLS signal,
Figure 8d. Using Γ0 , D2q

2 with q2 = 3.5 ' 1010 cm-2 and
D2=2' 10-9 cm2 s-1,Γ0, 70 s-1, we obtain a lower bound
1/Γ0 ≈ 15 ms for cluster lifetimes.

The determination of the lifetime of the clusters of luma-
zine synthase was more straightforward and yielded an
estimate of ∼10 s.68,69 In addition to detection by dynamic
light scattering, clusters of lumazine synthase were directly
imaged by atomic force microscopy, Figure 8b,68,69 which
confirmed their macroscopic lifetimes and their size.

The lifetimes of the clusters (>15 ms for Hb and lysozyme
and ∼10 s for lumazine synthase) significantly exceed the
equilibration times of the protein concentration at sub-
micrometer length scales, that is,∼10-5 s. Thus, the compact
clusters represent ametastable phase separated from the bulk
dilute solution by a free energy barrier.

Attempts to rationalize the finite size of clusters have
focused on a balance of short-range attraction, due to

van der Waals, hydrophobic, or other forces, and screened
Coulombic repulsion between like-charged species.73,74

While small clusters which contain about 10 particles natu-
rally appear in such approaches, large clusters are expected
only if the constituent particles are highly charged, with
hundreds elementary charges. Such high charges are feasible
for micrometer-size colloidal particles; however, proteins in
solution are known to carry less than 10 elementary changes
per molecule. Hence, while for colloidal suspensions these
theories successfully predict aggregation,75-77 or even the
existence of metastable clusters,78 we conclude that a distinct
mechanism is at work in protein systems, where clusters
contain as many as 106 molecules.67 A recent study con-
cluded that the clusters consist of a nonequilibrium mixture
of single protein molecules and long-lived but ultimately
unstable complexes of proteins.67 The puzzling mesoscopic
size of the clusters is determined by the lifetime and diffu-
sivity of these complexes. Several possible mechanisms of
complex formation: domain swapping, hydration forces,
dispersive interactions, and other, system-specific interac-
tions were highlighted.

The Rate Law for the Two-Step Mechanism of Crystal
Nucleation. A phenomenological theory was developed that
takes into account intermediate high-density metastable
states in the nucleation process.50 The rate law for the
dependence of the nucleation rate on protein concentration
and temperature emerging from this theory is

J ¼
k2C1T exp -

ΔG%
2

kBT

 !

ηðC1,TÞ 1þU1

U0
exp

ΔGo
C

kBT

! "" # ð5Þ

where the constant k2 scales the nucleation rate of crystal
inside the clusters, C1 is the protein concentration inside the
clusters, that is, ∼ 300 mg mL-1, ΔG2* is the barrier for

Figure 8. Characterizationofdense liquid clusters. (a)Examples of correlation functionof the scattered intensity g2(τ) and the respective intensity
distribution functionG(τ) of a lysozyme solution withC=148mgmL-1 in 20mMHEPES buffer; data collected at angle 145!. (b) Atomic force
microscopy imaging of liquid cluster landing on the surface of a crystal in a lumazine synthase solution. TappingmodeAFM imaging, scanwidth
20 μm. Apparent lateral cluster dimensions are misleading; cluster height is 120 nm, with permission from ref 69. Copyright 2005 American
Chemical Society. (c) Time dependence of the radius of dense liquid clusters in the same lysozyme solution as in (a). (d) The dependence of the
decay rate Γ2 = τ2

-1 of the cluster peak in the correlation function on the squared wave vector q2 for a lysozyme solution as in (a).
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nucleation of crystals inside the clusters, η is the viscosity
inside the clusters, U1 and U0 are the effective rates of, res-
pectively, decay and formation of clusters at temperature T,
and ΔGC

o is the standard free energy of a protein molecule
inside the clusters in excess to that in the solution, depicted
schematically in Figure 3c.50 Recent experimental determi-
nations indicate that ΔGC

o is on the order of 10 kBT.
67

Following ref 79, the nucleation barrierΔG2* in the vicinity
of the solution-crystal spinodal was modeled as

ΔG
%
2ðTÞ ¼ E%

ðTe -TÞ2
1-

ðTe -TÞ2

ðTe -TspÞ2

" #

ð6Þ

where E* is a parameter, Te is the temperature, at which a
solution of the studied concentration is in equilibrium with a
crystal, and Tsp is the spinodal temperature. Te and Tsp are
determined from the phase diagram in Figure 6, and E* is
determined by fitting eq 7 to the slope of the J(C) dependen-
cies in Figure 4b.

The viscosity inside the dense liquid clusters was modeled
as

η ¼ η0f1þ ½η)C1 expðkη½η)C1Þg expð-Eη=kBTÞ ð7Þ

where [η] is the viscosity increment, and kη and Eη are con-
stants; all three viscosity parameters are determined from the
known dependencies of viscosity in the studied solution on
temperature and concentration.

A crucial assumption is eq 7 is that the concentration
inside the dense liquid clustersC1 increases as temperature is
lowered, in agreement with the phase diagram in Figure 6 and
the likely similaritybetween thedense liquid in the clusters and
the stable sense liquid depicted in the phase diagram 50. As a
result of thisC1(T) dependence, the viscosity η increasesmuch
more strongly in response to decreasing temperature T then
suggested by the quasi-Arrhenius member of eq 7 with Eη

about 10-20 kJ mol-1.80

The denominator of eq 5 offers another pathway by which
decreasing temperature affects the nucleation rate J, besides
the temperature dependence of the viscosity. Since (U0/U1)
exp(-ΔGC

o/kBT) is the nonequilibrium volume fraction
occupied by the clusters φ2, the term in the square brackets in
thedenominatorof eq 5 is approximatelyφ2

-1. SinceΔGC
o>0,

see above, lower T leads to a greater value of the denomi-
nator, which corresponds to a lower volume of the dense
liquid clusters and accordingly to lower J. This contributes
about a factor of 5 in the decrease in J as the temperature is
lowered from Tsp to the lowest values probed in Figure 5.

Using eqs 5-7, nucleation rate data at varying tempera-
ture and protein concentrations inFigure 4 and ref 81, aswell
as nonmonotonic dependencies of the nucleation rate on
temperature in Figure 5, were reproduced with high fidelity
using literature values or independently determined param-
eters of the thermodynamic and kinetic parameters of the
system.50The good correspondence between themodel results
and the experimental data supports the validity of the two-
step nucleation mechanism. According to eq 5, the increasing
part of the J(T) as the temperature is lowered below Te is due
to the increase of the supersaturation Δμ which shrinks ΔG2*
according to eq 2; this leads to exponential increase in the
nucleation rate J. The maximum in J(T) is reached exactly at
T= Tsp, where ΔG2* vanishes; note that Tsp is independently
determined from plots similar to the one at 4% in Figure 4c.81

The steep decrease in the nucleation rate as T is lowered
beyond the maximum at Tsp is a a crucial part in the proof of

the validity of the two-step mechanism: within the two-step
mechanism this steep decrease is explained by the smaller
volume of the dense liquid clusters at lower temperature, and
by the higher concentration inside them, leading to higher
viscosity. Both the lower volume of the clusters and the higher
viscosity lead to a lower nucleation rate.

No pathway of steep decrease of nucleation rate beyond
the spinodal temperature exists if one assumes one-step
nucleation: nuclei forming within the dilute solution would
be exposed to its viscosity, which is a weak function of tem-
perature. Thus, the nucleation rate would decrease almost
imperceptibly, by∼16%, assumingEη=20kJmol-1, within
the 5-6K range probed.Note that the decrease in nucleation
rate in glass-forming melts in response to temperature de-
crease, interpreted as a result of viscosity increase in themelt,
occurs over 40 - 50 K;82 furthermore, this response is
significantly enhanced by the stronger temperature depen-
dence of viscosity of melts as compared to that of solutions.

To understand puzzle (iii) above, that the nucleation rate
is lower by 10 orders of magnitude than the prediction of
the classical theory, we compare the nucleation kinetic law in
eq 5 to that in eq 3. We see that k2φ2C1T/η takes the place of
the product νZn. In solutions of concentrationC in the range
20-60 mg mL-1 as the ones in which the nucleation rates
in Figure 4 were measured, the cluster volume fraction φ2,
represented by the denominator in eq 5, is on the order of 10-7

to 10-6. With the concentration C1 in the clusters around 300
mgmL-1, eq 7 shows that the viscosity η of the dense liquid in
the clusters is around 100 cP, or ∼100' higher than in the
normal solution. We get that the nucleation rate should be
∼109' lower than the predictionof the classical theory,which
assumes nucleation in the solution bulk.

The Rate-Determining Step in the Two-Step Nucleation
Mechanism. The derivation of eq 5 is based on the assump-
tion that the first step in the two-step mechanism, the
formation of the dense liquid clusters, is fast and that the
second step, the formation of the crystal nuclei within the
dense liquid clusters, is rate determining. While the excellent
agreement between the experimental data and the prediction
of eq 5 in Figure 5 can be viewed as a support of this
assumption, it should and can be tested independently.

As first evidence in favor of the fast rate of generation of
the dense liquid clusters, we view data on the time depen-
dence of three characteristics of the cluster population:
average radius, number density, and volume fraction, illu-
strated for the case of average cluster radius in Figure 8c. All
of these dependencies, monitored for the proteins lumazine
synthase,68,69 lysozyme,67 and three hemoglobin variants,66

reveal that the clusters appear within several seconds of
solution preparation. After that, the cluster populations
are stable for several hours.

For an additional test, we use the similarity between the
clusters and stable droplets of dense liquid which exist below
the liquid-liquid coexistence line in the phase diagram in
Figure 6. The rate of nucleation of the dense droplets was
determined bymonitoring the increase in time of the number
of droplets appearing in an isothermal solution supersatu-
rated with respect to the formation of dense liquid.60 These
data yield droplet nucleation rates, which are on the order of
108 cm-3 s-1. These rates are about 10 orders of magnitude
faster than the rates of crystal nucleation and support the
conclusion that the nucleation of the dense liquid precursors,
stable or unstable, is much faster than the rate of crystal
nucleation within these precursors.
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The conclusion that the rate of nucleation of crystals
within the dense liquid clusters is the rate-determining step
in the two-step nucleation mechanism supports the applic-
ability of eq 5 as the rate law for this process. Another impor-
tant consequence of this conclusion is related to the applic-
ability of the nucleation theorem to the two-step nucleation
mechanism. Since cluster formation is fast, the clusters can
be considered in equilibrium with the solution. Then the
chemical potential of the protein in the clusters is equal to the
chemical potential of the protein in the solution, and Δμ =
μsolute - μcrystal is the supersaturation to which the crystal
nuclei are exposed within the clusters. Since the cluster
number is steady, J is the rate of nucleation of crystals inside
the clusters. From the latter two conclusions, it follows that
applying the nucleation theorem, eq 4 with the macroscopi-
cally observed nucleation rate and the external supersatura-
tion, is equivalent to applying the nucleation theorem to the
nucleation of crystals in the dense liquid. Hence, the size of
the nuclei determined using the nucleation theorem refers to
the crystalline nuclei within the clusters. Furthermore, the
transition to spinodal regime occurs when the crystalline
nuclei reach the size one molecule and this transition corre-
sponds to ΔG2* = 0.

Finally, we can resolve an apparent controversy. From
the above estimate of the lowering of the nucleation rate due
to the low volume fraction and the high viscosity of the dense
liquid, it may appear that the selection of the two-step mech-
anism violates the principle of fastest increase of entropy, for
example, refs 83 and 84. This principle governs the selection
of kinetic pathways toward, in most cases, the mechanism
leading to the fastest rate: faster consumption of super-
saturation corresponds to a faster increase of the total
entropy of the universe. This is an incorrectly posed problem:
the estimate of the nucleation rate above used the value of the
nucleation barrier ΔG* extracted from the experimental
data. As just demonstrated, this barrier is in fact ΔG2* from
Figure 3c and eq 5, that is, the barrier for nucleation of cry-
stals inside the clusters. Since the surface free energy at the
interface between the crystal and the solution is likely signi-
ficantly higher than at the interface between the crystal
and the dense liquid, the barrier for nucleation of crystals
from the solution would be much higher. This would lead to
much slower nucleation of crystals directly from the solution
than inside the clusters. Thus, the protein crystal nucleation
follows the two-step nucleation mechanism because it pro-
vides for faster rate of the solution to crystal phase transition
and in this way for faster decrease of the free energy of the
system, which corresponds to faster increase of the entropy
of the universe.

The Role of Heterogeneous Nucleation Substrates. Know-
ing that the nucleation of crystals within the dense liquid
clusters is the rate limiting step in the two-step mechanism,
we can address a broader related question: Since from a
general point of view, the rate of nucleation via the two-step
mechanism depends on two pre-exponential factors, J01 and
J02, and two barriers, ΔG1* and ΔG2*, which of these four
parameters is the most significant? Clearly, the answer
should be sought between J02 and ΔG2*. Since nucleation
occurs in the vicinity of the solution-crystal spinodal,ΔG2* is
very small, and hence, the most important parameter is J02.
This is a surprising conclusion, and it sheds light on the role
of heterogeneous substrates in nucleation.

Nucleation is often facilitated by heterogeneous centers.46,85

The generally accepted mechanism of heterogeneous

nucleation is that it follows the kinetic law for homogeneous
nucleation but is faster due to lowering of the nucleation free
energy barrier.46 Since we now know that ΔG2* is insignif-
icant, we conclude that in contrast to the generally accepted
viewpoint heterogeneous nucleation centers assist nucleation
not by lowering ΔG2* but by assisting the growth of the
ordered clusters through the factor accounted for in the pre-
exponential factor J02.

There may be many mechanisms by which a surface may
facilitate the growth of the ordered clusters. The most ob-
vious one is that the “right” crystal structure, that is, the one
that minimizes the free energy of the system, is similar to the
structure of the surface. Alternatively, the surface structure
may stabilize a necessary intermediary en route to the “right”
crystal structure, similar to the way enzymes stabilize the
transition state, and not the final product of the catalyzed
reaction.86 Another possibility is that the surface may cata-
lyze the formation of the intermolecular bonds in the crystal.
If the structure of a substrate is similar to the structure of the
growing crystal, this is referred to as templating.87,88 Exam-
ples were found for crystallization of proteins on mineral
substrates and on ordered lipid layers.89,90 One may view the
acceleration of nucleation of γ-glycine crystals in the bulk of
a supersaturated solution by elliptically polarized light, and
R-glycine crystals by linearly polarized light as examples of
assisted structuring of the dense liquid by an appropriately
structured electric field.91

Other Systems for Which the Two-Step Nucleation
Mechanism Applies. Above, we analyzed in detail data on
the kinetics of nucleation of crystals of the protein lysozyme,
which allow a rather confident conclusion about the applic-
ability of the two-step mechanism. The evidence for the
applicability of this mechanism to the nucleation of crystals
of other proteins is less direct. In ref 92, crystals of several
intact immunoglobins were found to coexist for extended
lengths of time with dense liquid droplets without the drop-
lets generating additional crystal nuclei. The crystals that
were nucleated on the droplet boundaries grew into the dilute
solution, rather than into the dense liquid. This was inter-
preted in favor of nucleation of the crystals within dense
liquid clusters suspended in the solution.

Besides the nucleation of protein crystals, the action of the
two-step mechanism has recently been demonstrated for the
homogeneous nucleation of HbS polymers, with metastable
dense liquid clusters serving as a precursor toorderednuclei of
the HbS polymer.66,93,94 Other studies have shown that the
nucleation of amyloid fibrils of several proteins and peptide
fragments, such as Alzheimer-causing A-β-peptide or the
yeast prion protein follows a variant of the two-step mechan-
ism in which the role of the intermediate liquid state is played
by amolten globule consisting of unfolded protein chains.95,96

The applicability of the two-stepmechanism to the nuclea-
tion of crystals of urea and glycine was deduced in a series of
experiments, in which high power laser pulses were shined on
supersaturated solutions.91,97 It was found that the nuclea-
tion rate increases as a result of the illumination by 8-9
orders of magnitude and that by using elliptically or linearly
polarized light, R- or γ-glycine crystals could be preferen-
tially nucleated. Since glycine does not absorb the illumina-
tion wavelength, and the electric field intensity was insuf-
ficient to orient single glycine molecules, it was concluded
that the elliptically or linearly polarized pulses stabilize the
structure fluctuations within the dense liquid, which lead to
the respective solid phases.32,97
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Colloid systems are the ones for which the evidence in
favor of the applicability of the two-step mechanism is the
strongest. By tracking the motions of individual particles of
size a fewmicrometers by scanning confocal microscopy, the
nucleation of crystals in colloidal solutions was directly
observed.98-100 These experiments revealed that the forma-
tion of crystalline nuclei occurs within dense disordered and
fluid regions of the solution.101

The role of an amorphous precursor in the nucleation of
crystal of biominerals has been speculated for a long time; for
a historic overview, see ref 102. However, it was envisioned
that the precursor does not facilitate that formation of the
crystalline nuclei but only serves as a source of material for
reprecipitation into a crystalline phase. Only recently it was
shown that amorphous or liquid clusters of calcium and
carbonate ions are present in calcium carbonate solutions
and facilitate the nucleation of calcite crystals, in a manner
similar to the role of the mesoscopic clusters in lysozyme
crystallization discussed above.102-104 The free energy land-
scape along the nucleation reaction pathway in Figure 2c
was used to characterize kinetics of the process of calcite
crystallization.104

A two-step nucleation mechanism going through meta-
stable clusters (in this case, swollen micelles) has also been
theoretically predicted for a ternary system of two homo-
polymers and their block-copolymer.105

Stable dense liquid was found to exist in solutions of
organic materials and serve as the location where crystals
nucleate and grow.26 The existence of the dense liquid in
these solutions has been attributed to the same fundamental
physical mechanism as the one acting in protein solutions:
the size of the solute molecules is larger than the character-
istic length scale of the intermolecular interactions in the
solution.31 On the other hand, unpublished evidence from
the pharmaceutical industry suggests that in many other
cases the stable dense liquid, referred to as “oil” by the
practitioners in the field, is so viscous that no crystals can
form in it. This is in contrast to the observations in Figure 7,
in which crystals form in the relatively nonviscous dense
protein liquid. While this has not been tested, it is possible
that the two-step mechanism operates in these organic
systems by utilizing dense liquid clusters, similar to those
seen in protein, colloid, and calcium carbonate solutions.

The broad variety of systems in which the two-step mech-
anism operates suggests that its selection by the crystallizing
systems in preference to the nucleation of ordered phases
directly from the low-concentration solution may be based
on general physical principles. This idea is supported by two
examples of physical theory: by Sear106 and by Lutsko and
Nicolis.107 Of particular interest is the latter work. It treated
a range of points in the phase diagram of two differentmodel
systems which likely encompass a broad variety of real
solutions and demonstrated that the two-step formation of
crystalline nuclei, via a dense liquid intermediate, encounters
a significantly lower barrier than the direct formation of
an ordered nucleus and should be faster. Interestingly, the
intermediate state resulting from the theory was not stabi-
lized and represents just awell developed density fluctuation.

Conclusions and Perspectives

In this reviewof the recent advances in the understanding of
nucleation of crystals in solutions, we show that the classical
nucleation theory fails to provide understanding of several

features of measured kinetic curves: nucleation rates, which
are orders of magnitude lower than the classical prediction;
nucleation kinetics curves which exhibit saturation, or, even
more puzzling, maxima and decreasing branches, with in-
creasing supersaturation, aswell as the role of the other, stable
and unstable, phases possible in solution.

We show that these features of the nucleation kinetics reflect
the action of two factors, which are unaccounted by the
classical nucleation theory: the existence of a spinodal for the
solution to crystal phase transition, and the action of a two-
step nucleation mechanism. As the spinodal is reached upon
supersaturation increase, the barrier for nucleation of crystals
vanishes and further increases in supersaturationdonot yield a
faster nucleation rate. According to the two-step mechanism,
the nucleation of crystal, step two, occurs within mesoscopic
clusters of dense liquid, step one. While the initial thought-
provoking results on the nucleation kinetics were obtained for
the nucleation of protein crystals, and, correspondingly, the
two-step mechanism was first proposed for these types of
crystals only, further investigations have shown the validity
of this mechanism to several organic, inorganic, and colloid
materials, including the important class of biominerals.

In general, the two possible intermediate states for the two-
step mechanism, the stable dense liquid and the metastable
clusters, have distinct mechanisms: the discrepancy of the
length scale of the intermolecular interactions in the solution
and the size of the crystallizing molecules for the stable dense
liquid, and the existence of limited lifetime complexes for the
clusters. Thus, for a given system the availability of any of
these two intermediate states is independent of the other; both
of them depend on the exact physicochemical characteristics
of the system.

To assess the applicability of the two-step mechanism to
the overwhelming majority of untested systems, we note that
its action relies of the availability of disordered liquid or
amorphousmetastable clusters in the homogeneous solutions
prior to nucleation. While such clusters have been demon-
strated for several protein systems and for calcium carbonate
solutions, it is likely that not all solutions would support the
existence of such clusters with properties allowing the nuclea-
tion of crystals in them. In such systems, the action of the
direct nucleationmechanismmight be the only option.On the
other hand, an intriguing hypothesis is presented by one of
the theories discussed above: that a stabilized intermediate
state, as a stable dense liquid, as seen in Figure 7, or as a
metastable mesoscopic cluster, as in Figure 8, is not needed
and the two-step mechanism will act even if the intermediate
step is just a density fluctuation. Thus, the two-step mechan-
ism may in fact operate in systems where no intermediate is
independently found.

The applicability of the concept of the solution-crystal
spinodal appears more straightforward: the nucleation of
numerous crystals in industrial and laboratory practice is
carried out at such high supersaturations that the nucleation
occurs either in the spinodal regime or in the immediate
vicinity of this regime, where the nucleus consists of just a
few molecules.
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